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(3) We evaluate dense captioning results by measuring the performance gap to
oracle results, and diversity of the dense captions. The best single caption
outperforms the state-of-the-art results on the MSR-VTT challenge significantly.
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where P! is the probability when word w in the i-th bag is positive.
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